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I. Introduction

So far the cxisting litcrature on the multi user random access communication systems has been
dealing with a homogencous population of users [1]-[S]. There arc many practical applications, however,
where it is desired that some packets expericnce shorter delays than the average regular packet of the
system. If all uscrs are to usc the same communication system, then the need for dividing the population
of users into two classes arises.

There are cascs of communication systems with homogencous population of uscrs where, at specitic
known time periods, the input traffic to the channel decrcases significantly with respect 1o the nominal
point of opcration of the system. As a result, the average packet delay decreases but the utilization of the
system decreases as well. Under those conditions, we can improve the utilization of the system by letting
a sccond class of same priority users have access to the system. By controlling the rate of the input traffic
coming from the second class, we can achicve induced average packet delays for both classes around the
nominal point of the original class. In that case, the same algorithm applics to both classes and in fact we
have a homogencous user population. A second option is to adopt an algorithm that gives priority to the
packets of the original class. In that case, it is expected that if the induced average packet delay of the
original (high priority) class is around its nominal value, then the induced delays of the second class will
be significantly larger. On the other hand, the low priority packet traffic, that induces the nominal
average packet delay for the high priority class, is expected to be much larger than in the previous case of
the cquivalent classes. If the users of the second class can wait for the occurence of the low traffic time
periods of the original system, then it is rcasonable to assume that those users can tolcrate an additional
delay of a small number of packet lengths. Thus, by using a system with users with different prioritics,

we can greatly increase the utilization of a system at essentially no cost.
In a mobilc uscr cnvironment where users move in and out of the range of the system, or move from
rcgion to region, fast moving users may need to experience shorter delays than the regular ones; this may

be necessary to make packet transmission possible while the uscr is still inside the region. Also, users

R Mt a A m .
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that are close to the boundaries of a region and are going to move outside it, should cxperience shorter
v
" delays.
»
»
: In a static user cnvironment there are also cases in which some packets have high priority and
»
! ° should reach their destination faster than the regular ones. High priority packets can be those which are
)
s generated by high priority users (e.g. important uscrs, or users that can pay more for better scrvice), or can
+
be packets that are generated by any uscr of the system but the information that is carried is characterized
L ° as important and descrves high priority in its transmission.
A An important mcasure of performance of a communication system is the induced average packet
4 delay. In some environments, there may exist strict constraints on the delay that some packets can
<
(; tolerate. If a threshold is exceeded, the packet is considered to be lost and the average number of those
- packets can be a measure of performance. By considering that those special packets form a scparate class
o which is given priority by the system, we might be able to reduce the induced delays of those packets
i & below the rejection threshold and thus greatly improve the performance of the system.
l
| . . . . .
. In the next two sections the communication system and the suggested algorithm are described. In
N
: sections IV and V throughput and delay analysis are performed, while in the last section the results of the
i analysis arc shown and conclusions arc drawn.
‘.
N II. The Communication System
. ]
v < We consider a large population of users that usc a single communication channel. We assume that
': uscrs which for some reason need to have some priority over the rest of the population, form the high
::: priority class. It is assumed that the packet traffic genecrated by that class represents only a small
o
i - percentage of the total traffic that is served by the system. In other words, we assume that the packets that
N need special service are rare and this is a realistic assumption at least for the environments that were
-:: described above.
- . : : . _
The input traffic 1o the channel that is generated by cach class of users is assumed to be Poisson
4
]
> distributed with intensitics A¢ and A, respectively; the Poisson model is proved to be an appropriate model
"
D
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for the cumulative traftic that is generated by a large population of bursty users, which is assumed to be
the case in the system under consideration.

Messages are assumed to be packetized and of fixed length; it is assumed that time axis is slotted
and that the beginning of a packet transmission coincides with the beginning of a slot.

All users may access the channel as long as they have a packet to transmit; the first transmission
attempt takes place at the beginning of the first time siot that follows the packet generstion instant.
Because of the freedom that the users enjoy in accessing the channcl, a transmission attempt results in
cither a successful packet transmission, or in a packet collision if more than one packet transmissions
were attempted in the same time slot. Thus it becomes obvious that an algorithm is necessary i order for
the conflicts to be resolved and the channel to remain usable.

It is assumed that all users that have a packet to transmit (and only these users need 1o do that) keep
sensing the channel and arc capable of detecting a packet collision: that is, we assuine that a binary
feedback information is available to all active users before the end of the current slot, reveating whether
the slot was involved in a packet collision (C) or not (NC). Channel errors are not taken into

consideration and packet collision is the only event that results in unsuccessful transmisston

II. Description of the Algorithm

The first time transmission policy is kept the same for both classes of users: it is simple and implies
that a packet is transmitted at the beginning of the first slot following the packet generation mstant. It is
apparent that if the two classes are to experience different delays, they should follow different steps in the
colliston resolution procedure.,

We are going to use a simple limited sensing collision resolution algonthm. The Laaed sensung
charactenstic s apparently important for a mobile user environment since the users may net be able to
know the history of the channel before therr packet generation instant.. We assume that the ~tate of i user

is determimed by the content of a counter that 1s assigned 1o cach one of them: this counter s updated

accordimg to the steps of the algorithm and the feedback from the channel. Users whose counter content
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at the beginning of a time slot is equal to one, transmit in that slot.

Let cif(cis) denote the counter content of a high priority (regular) user, at the beginning of the i"™ time
slot. Let also F;, Fie(C,NC), denote the channel feedback information just before the end of the i time
slot. The steps of the collision resolution algorithm consist of the following counter updating procedures

that take place at the end of each time slot.

(A)If F,=C then

¢ _Ciy=1 with probability ¢

c =1
' el =2 with probability 1

. _aCiy=2 with probability o

G = 1\. s . ..
¢;;1=3 with probability 1-o
cij =r— cij+1=r+2 , 122, je(s,f)
(B) If F, = NC then
cij =r— cij+1 =r-1,r21, je(s,f)

The first time transmission policy can also be described by using the concept of the counter; it
simply implies that a new user sets the counter equal to one at the end of the slot in which its packet
arrival took place. It did not seem to us reasonable to develop different first time transmission policies for
the two classes of users. It would probably be a waste of the channel capacity to give priority to rarely
appearing high priority packets, before it becomes known that a collision took place. If a conflict occurs,
then the collision resolution algorithm offers some priority to the high priority packets that were involved

in the conflict.

From the description of the algorithm it can be easily observed that the system is of continuous
entry, i.e. new users enter the system at the beginning of the first slot that follows their packet arrival,
uniike what happens in the blocked access algorithms [2]: furthermore, it is obvious that the system is a
last-come-first-served one. The limited sensing charactenstic of the algorithm, together with the lack of

need for a central controller to coordinate the users, increase the robustness and applicability of the

system.




IV. Throughput Analvsis

In this scction we derive bounds on the stability region of the algorithm. For this purpose, we use
the concept of the session and develop recursive equations 10 describe the operation of the system. A
session is defined as a number of consccutive slots, as it is explained in the next paragraph. If p high
priority users and v regular ones attempted a packet transmission in the first slot of a sesston, then the pair

(u.v) determines the multiplicity of that session.

In the sequence, we define a session of multiplicity (u,v), p20, v20 and p+v>1, by using the
concept of a virtual stack and a marker; the stack is assumed to have infinite number of cells. We assumc
that the system starts operating at time t=0 and that the marker is placed in cell 0. The first slot involved
in a packet collision marks the beginning of a session of multiplicity (u,v), il u+v packets were involved
in that original collision. At this timc the marker is placed in cither cell 3 or cell 2, depending on whether
a low priority user was involved in that conflict, or not. In the sequence, the market moves two cells
upwards or one cell downwards, depending on whether the feedback was C or NC., respectively, The
movement of the marker takes place at the end of a slot. The slot in which the marker moves to cell 0, is
the last slot of the session. The first slot involved in a collision that will follow, marks the beginning of
another session of multiplicity (1.v), p=20, v20 and p+v>1, if g high priority and v low priority packets
were collided. Sessions of multiplicity (i,v), p+v<1, result in no movement of the marker and are
defined to have length cqual to one time slot. It should be noted that sessions cannot be identificd by the

users and that they arc only used in the analysis of the operation of the system.

From the previous definitions it is casy to conclude that the multiplicitics of the sessions arc
indcpendent  identically  distributed  random  variables  with  probability  density  function
P (v = PQuP (v), where P(F=p), P(S=v) arc Poisson density functions with parameters 2, and A,
respectively @ 2, and 2, are the cumulative input traffic rates generated by users with or without priority

respectively. At this point we give the following definition for the stability region of the system.

Definition:
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i If for an input traffic pair (A, &), the expected value of the session length of multiplicity (i,v) is

o

finite, for y and v finite, then we say that the operation ¢ "the system is stable and the pair (A, A,) belongs

N

ﬁ to the stability region of the system. The maximum overall sets of stable points (Ay, &) determines the

Y

1 . maximum stable throughput region and is denoted by S

: Let t(1,v) denote the length of a session of multiplicity (4,v). From the description of the algorithm
we derive the following recursive equations.

To0=To1 =T10=1

T0= 1+ To+FoS, +t}1 —0,+F2S, pu=2 (N

Tov = 1+ Te,s, t Thyo+s, T TF, v>2

v—0,+S;’

p v =1+ 1"ca +F,,S, + Tp—o,+F2,0,+S, + TF,,v—o,+S,’ “2 1, vzl

where F,, §; are independent Poisson distributed random variables with parameters A, and A respectively;
¢,, 0, are independent random variables that follow the binomial distribution with parameters 1,4 and v,

respectively.

Let L, , be the expected value of the length of a session of multiplicity (u,v). By considering the
expectations of both sides of the equations in (1), we obtain the infinite dimensional linear system of
equations with respect to L,v
Lvy=h,+3¥ atj'-v Ly » u20,v0 (2)
® k=0j=0
where hpy\,:I for n>0, v20 and af'iv 2 0, for all nonnegative vk j, are given in Appendix A.
Since it is not possible for the above system to be solved, we will try to find bounds on L, The
- existence of an upper bound on Lu.\" that 1s finite for i and v finite, will provide a lower bound on the
maximum stable throughput, according to the previous definition. We found that the quantity
L(')J,() = Lfl)l,l = Lr,o =1

L4 Lyy=op+PBv+y,  l<p+vees (3)

satisfies the inequality

_:J-“f_' . T e
P AT ATSE O L--f.
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hov+ TX al Ly SLL | I<pv<os (4)
k=0j=0
for oo= (A A.0.0), B=PRAuA.0.0) and v=Y(A.A0,0) properly chosen. To find proper values for

o, Band v, we substituted (3) into (4) and three categorics of infinite number of incqualities were
obtaincd. By properly choosing ¥ and f to satisfy some initial inequatities and by using numerical scarch
techniques and/or the limiting incqualitics as —ee and/or v—eo, we found a proper value for ¢, so that
all three categories of incqualitics be satisficd.

It is trivial to enumerate the unknown quantitics L, . that appear in (2), by finding a mapping rule
from the set Q = ((W,v), [eZ,, VeZy) onto the set of nonnegative integers Z,. Then, the sysiem in (2) can
be writien as

Li=h+YalL, (5)

=0
where i€Z,; corresponds to a specific pair (,v). The references that are given throughout the analysis are
rclated to the solutions of systems of the form (5). Since, as we have just noticed, systems (5) and (2) arc
equivalent, the results that appear in the references concerning the solutions of (5) extend naturally to the

solutions of (2),

From the existence of the L:'\, and since hwzo and afjvzo, for all nonncgative vk, it is
implicd ([7].[1]) that the infinite dimensional linecar system of cquations (2) has a unique nonncgative
solution that satisfics

0SL,,SL),=op+pBv+y.

: ' !
In Fig. 1, alower bound, S .., onS_ -

n S, .. is ploticd; the stable region includes all points (A,A) for which a
bound. as in (3) that satisfics (4), was possiblc to be obtained.

If only the high prionity class is using the communication channel then the sysiem will be able 1o
serve Jarger traflic (2, < 0.357) than in the case in which only low priority users were served (A, € 0.32),

This 1s not surprising since the procedures of the algorithm arc the same for both classes, with the onty

stgniticant difference that there s always a waste of the first slot after a collision among low prionty




users. As a consequence, there is a reduction in the maximum stable throughput when only the class of
the low priority users is served.

An upper bound, S* | on the maximum stable throughput can also be obtained. This bound is

max’
given by the sct of all pairs (A, A) that provide a nonnegative solution to a truncated version of the
system in (2) [8], [4]. By using a large number of cquations we generally obtain a tight upper bound.

The upper bound that was obtained for u<s, v<10 is plotted in Fig. 1.

V. Delayv Analvsis

In this sccuon, upper and lower bounds on the average packet delay are derived. It turns out that, on
the average, high prionty packets expericenee shorter delays the regular ones.

The existence of ronewal slots. under stable operation of the system, that mark the beginning of
statistically identical sessions, implics that the opcration of the system can be described by a regnerative
process. Under these conditions. we can draw conclusions about the limiting behavior of the system by
mantpulating quantitics that are defined on a session (9], [10]. The application of regenerative theory
procedures to the delay analysis of random access algorithms, appears in [12], (4], The same results can
) be obtained by using directly the strong law of large numbers (111, [7].

Let Woand W be the mean cumulative delay of all high prionity or regular packets respectively,
Satarmive in g single session: the ime interval between a packet armval instant and the beginning of the
time slot that follows the packet arrival, is not included in Wyor W If Dy and D denote the average

delay of a high priority or a regular packet respectively, then from the discussion in the previous

paragraph, we have

W, w'
(H+——<D<()i+' : (Ha)
AL AL
w! w!
e 05+ —— <D 0S5+ —— (hh)
AL AL

o .1 | ,u 1 u . .
N where WYOW L and W WL denote Tower and upper bounds on the corresponding quantities: 1L is
b
)
LY
: 8
g
I Y \." > "‘ -.'C\"\‘(m -a.‘:*.'i-sf's. .mﬁ\fx':‘n‘u:;.‘i‘ T S, LR AR S




the average sessions length and .5 is the mean packet delay unul the beginning of the finnt time slot that
follows the packet arnival.

NN

A lower bound on L can be obtained by solving a truncated version of the system in (2). Let |

p

be the solution of the finite system in which only L, for u<M. vEN are considered. For (A, A ges; 1t

. MN MN . ‘

is guaranteed that 0L, ;" <L, (18], {7]) and thus, Lp_v is a lower bound Hn Lw" By ussuming

LMY 20, usMorvsN, and considering the cted val £ LN with respect t V) we obtain ¢
wv =0, p! N, sidering expected value of L' with respect to (V) we abtain o

1 .
lower bound, L', on the mean session length.

The quantity that appears in (3) can serve as an upper bound on L. This bound is arbitrary and 1t

N

. S MN . . . .
is generally loose. If Lu « 1s the solution of the finite system of equations

-MN  -MN_ -MN .
Lo,o = LO,] = Lx,o =1 (74)
M.N MX MN
-MN_ I MN pve MN
we =Hyy + T2 Ly 0<p<M, OSveEN, L<t+v (7b)
k=0j=0
where
MN BV opou
Hp,v - hp,v + Z Z ak.] Lk.j
k=M+1 j=N+!

and L,:j, k>M orj>N are given by (3), then L:“\, 1s an upper bound on Lp_v that is generally tighter than
L:‘v (4], [8]. Anupper bound on L is thus obtained by considering the expected value of IL:v with respect

to (1L,V): where

Lo,=L0V,  OsusM, 0<veN (8a)
L—,:‘\_, = L:\,. otherwise. (8b)

. f . S . -
In the sequence, we denve bounds on W, and W, Let o, and (:); . be the cumulunve delays of the

high prionty and the regular packets. respectively, that armive during a session of multiplicity (1,\v). Ttis

satisty the following recursive

\ f
cuasy 1o observe trom the description of the algonthm that o . and (X)L: .
W .

equutions.

N

t ! t
o, c0,=0,0,=1 (91
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i RSN N e e <
P Y e N T STt et e
A IR R N B S RPN S RN N oY ;J.m‘k;.‘\;.‘{d.u‘;ﬂf&.‘.(ﬂm.ﬂ-; W Y. N ..L,.\{..'n...l' PPy O A, WP




w‘mmmw

£ f ¢
wp..() SH+ mFr"thx + (ll—¢1)‘fr 0.8, + (DP-Qﬁ'Fzysz * ],1.22 (9b)
f ool +of tof >2

wo,v - wFl,Sl mFLGﬁS, (’)F,,v—c,+5, » V2 (9¢)

Foep+rof o+ +of +of >1, vl
mg,v =H wo,+F,,S| (u—¢l)ro,+F,,S, (op—ol+F2,c,+Sz Fy,v—o+Sy ° pH=t, vz (9d)

and
S S S
Woo=W15=0, @, = (9¢e)
0 =0, +} >2 9
K0~ Y0+F,,S, H—0,+F.,S; h= ( ﬂ
S S S s
= 9

Wy =V+Op g +VTg g + O 5.5+ (VO)Tg g4s, T OF v 45, » V22 (%92)

s s S s
mp,v =v+ (oo,+F,,S, + V1:01+F,,S| + (V_cl)‘c;‘l.—o,+F2,cs,+S2 + (Op.—o,+F2,c,+Sz + 0‘)F,,v—<5,+S, ’ p'Zl’ vzl (9h)

where all variables are as defined in (1). By considering the expectations of the above equations we

obtain the following infinite dimensional linear systems of equations

f f f
Woo=Wg1=0, W= (10a)
f _f - - WYy f
Wp.,v - gp,v + ZZ ak,j Wk,j ’ I’L+V>1 (IOb)
k=0j=0
Woo=Wig=0, Wg;=1 (10c)
s [TRON
W;,v =gt XX ag Wy, phv>l (10d)
k=0j=0

where giv, g:,v are given in Appendix B and at}v, for u,v,k,j nonnegative, are the same as in (2) and

appear in Appendix A.

By following procedures similar to those that were used to obtain bounds on L, we derive upper and
lower bounds of W and W_. It turned out that a universal initial upper bound on W}iv and Wiv was hard

to obtain. Thus, we had to divide S,lm into several regions and derive bounds valid for (A;A)) in a

X
specific region. At that point, we made the assumption that the high priority traffic is much lower than
the regular one and assumed A, to correspond to less than 20% of the total traffic. This assumption

seemed to us to be realistic and bounds were obtained for the operation region of the system
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Sep ={(x1,xs) : 0<A,£0.065, OSMSM,M(M}

where A, . (Ap) can be obtained from Fig. 1. The following upper bounds on WJ_V and W:'\, satisfying

inequalites similar to those in (4), were obtained.

W;'; =8u’+evi+ou+ L:‘v v AFRYSASA, a (), 0<A=0.065 (1)
W;‘\‘, =8u’ +ev + L:_V v 0SASA*(A), 0SA<0.065 {11b)
Wiv =B+ eV’ v a Ly, AR (SASh, () 0SA<0.065 (He
W= Sl +evi+ Liy. OSASA**(A), 0<A,<0.065 (11d)

where A*(Ap) and A**(A,) are some values of A less than A, . (A) and L, is given by (3).

The existence of the above upper bounds guarantees that the finite dimensional linear systems of

equations
M N
Wit =gl + T X al WM | osp<M, osvsN (12a)
k=0j=0
M N
Wt =gl + T Al WM ogusm, 0gveN (12b)
k=0j=0

have a unique nonnegative solution that is a lower bound on W“v and W;v respectively, for
. f . .
0<usM, 0sv<N. By using zero as a lower bound on Wuv and W;v for @ > M orv > N, and considering

the expectations with respect to (K,V) , we obtain a lower bound on W, and W, respectively.

A tighter upper bound on W, and W, can be obtained, as explained earlier in this section, by solving
the finite dimensional linear systems of equations

o LMN T OMN IMN

Woo =W =0, Wi =1 (13a)
IMN f o £MN '
TVALOLI LRV M , R
Wu,v = G“_v +3 Yy g, Wk.; . OSpHEM, O0<veEN, v (13b)
k=U;=0)
and
TSMN S S MN <, s MN
W(),o =W, =0, W(“ =1 (13¢)
11
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a
b |
» |
« \
" |
. |
W MN M.N
L o Woo =Gy, + zz YW, 0SpsM,  OSveN, p+vsl (13d)
k=0j=0
where G/ py and G,LLV are given in Appendix C. An upper bound on W; and W, is then obtained by
4
._.: considering the expected value of WJ‘:, and W:S with respect to (it,v), where
\ (] = fu - tMN << 0<V<N
W ,=W/, ", 0susM, 0<vsN |
< fu fu . i
_: W, =W/, , otherwise
:'_ and
y ®
Wev=Wott o 0susM, osveN
- - s,u .
. va W/ » otherwise
. The bounds on L, W, W that were obtained in thlS section for some values of (A;A €S, are shown in
«
! table 1. By substituting those bounds in (6), we calculated tight upper and lower bounds on D; and D.;
D these bounds appear also in table 1 for some values of (A, A)eS,
( ' @ VI. Results and Conclusions
. The algorithm that we developed and analyzed is supposed to operate in an environment where two
_: classes of users with different priorities are accommodated. An algorithm for a homogeneous user
) @ population that would work in a similar way and use binary feedback information and simple splitting
o’ after a collision, has been found to achieve a maximum stable throughput of ~ .36 [13]. The algorithm
-
g
‘: that we suggest for a non-homogeneous population achieves total throughput, at least, between .320 - :
« .357 depending on the contribution of the two classes to the total input traffic. i
N \
N In Fig. 2, Fig. 3 and Fig. 4, plots of the bounds on D; and D, versus A, for A=0.01, A,=0.03 and |
) A,=0.065 respectively, are shown. These values of A; correspond to an input traffic coming from the high
L
w priority class equal to ~ 3%, ~ 10 and ~ 20% of the total traffic that can be served by the system. From
-
:: the plots it can be observed that the high priority packets experience shorter delays than the packets of the
.
‘ »

other class; the difference is essential for A _>.5A
g 6 S S, max

set around A =9A

. If the nominal point of operation of the system is

then the average high priority packet delay is less than half the one of the other

S, Tax?

()
o
)
.
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class.

In table 1, the delay results of the suggested algorithm are compared with the delay, D*, that the
homogencous class equivalent algorithm (as described above), induces [13]. Again we can observe that
always D;<D* and parnticularly Dy<.5D* around the nominal point, the fatter being defined as before.

Since privileged service is offered to some users, there has to be a price that the rest of the
population must pay. The first consequence is the small reduction in the total throughput, as mentioned
before. The other penalty is the increased average low prionty packet delay compared with the one that
the homogencous population equivalent algorithm induces. From table 1 we can sce that, indeed, D >D*,
as it was expected. The increase in D, is far from catastrophic and it is realistic to consider that it is
possible for a system to tolerate these delay increases for the low priority class, especially if strict
limitations cxist for the high priority uscrs.

As an example, consider the communication system described in the second paragraph of the
Introduction.  Assume that the input traffic of the onginal class at the nominal operating point is .25
packets/packet Iength and thus the (desired) induccd average packet delay is 5.5 - 6.0 packet lengths (last
column of table 1). Assumc that at night, the input rate falls to 0.065 packets/packet length. At that time,

a sccond class of users is given permission to use the channel. If the induced average packet delay of the

original class has to be at most = 6.00 packet lengths, then depending on the casc we observe the
following: (a) If the second class has the same priority as the original, then the additional input traffic
ratc that can be accommodated by the system is 0.185 packets/packet length. (b) If the second class has
low priority, then the additional input traffic ratc becomes .25 packets/packet lengths (table 1). Thus,
there is an incrcasc by = 35% of the additional traffic that can be accommodated, if the population of
users is divided into two classces with different prioritics. The increase in the average packet delay of the

low priority users is rather negligible compared to a realistic waiting time until these users are given

permission to aceess the channel.
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P Ar [ A [ LT~L* [ wy~-wr [ W -Ww* [ D/~Df | D/~D! D®
.02 [ 01| 1000 0.010 0.010 1.555 1.590 ~1.57
11 | 10| 1046 0.013 0.195 1.829 2.369 ~2.10

Ol a8 |17 ] 1176 0.019 0.663 | 2.186 3.815 ~2.90

26 | 25| 1743 0.045 4.107 3.095 9.922 ~6.20
31 | 30| 4386 0.232 52.435 5.793 39.793 | ~16.00

S 32 | 31 7647 0.628 185.487 | 8.718 78.748 | ~23.00
04 [ 01| 1.003 0.034 0.011 1.632 1.678 ~1.66
13 | .10 | 1.063 0.046 0.220 1.951 2.571 ~2.21
320 | a7 | 1222 0.069 0.792 | 2.389 4312 ~3.33
28 | 25| 1987 0.189 6.052 3.672 12.681 ~8.33
31 | 28 | 3401 0.505 27.108 5.453 28961 | ~16.00
32 | 29| 4845 0.961 63.802 | 7.113 45905 | ~23.00
075 | 01| 1013 0.085 0.013 1.800 1.878 ~1.82
165 | .10 | 1.104 0.124 0282 | 2234 3.054 ~2.70

065 235 | 17 | 1338 0.208 1.159 | 2.900 5.595 ~4.33
| 315 | 25 | 2874 0.990 16.240 | 5.801 23.101 | ~18.00
| 325 | 2 3.719 1.619 31.505 7200 | 33080 | -26.00]

Table 1




Ayt ey

aos A R_E e

PP DA RIS 2

[

F A

-

&
~ Y 0.0 a. l"'t"

20

10 4

Figure 2. Average packet delay of the higl 1,Df. and the

low, Dq, prioritv classes (in packet lenothsy,

versus the total input traffic rate, e (in
packet lenyth), for 1’_ = .01,
16

r S IR AL PE RS R R
\'ﬂ'l'r"'-“ "0 .r. Yy R . f._l e A

M

RS

-h\
-\
o




30 Ao

Du R Dl
s s
e /
!
20 A /
4
10 4
)y @
u 1
D( 3 D(
- .1 2 .3

Fiyure 3. Average packet delav of the high, Df, and the
low, D, priority c¢lasses (in packet lengthe,
5 )

versus the total input trat ic rate, L (i

Prerets pacect lengtho, Yor o= 0y,

-

SR ST PP SRR
B TN VRS e s ) N Tt




P R 4

LA5%4% Y

NEW Y oF iy o 9

301

Al )
- PR

NS

ar.
%Y

B
et A

201

s 10 4

Figure 4. Average packet delay of the high, Df, and the
- low, Ds’ prioritv classes (in packet lengths)

versus the total input traffic rate, “T' (in
packets/packet length), for "f = .065.

-~

18

22 Al @ T
[ ]

-~ R P L e
oo

+g TN S T T . Y I R e PR R R T e e T,
L T ) - IO oy P
h "* ¥y .-.n A -:n- RO .'\. RECALSOR RN WA M ,c. ittt ity - )

S TS T TE S,
Ay S

2o
i [ Chi)



Reterences

1.

tJ

9.

10,

B.S. Tsybakov, N.D. Vvedenskaya, "Random Multiple Access Stack Algorithm”, translated from
Problemy Percdachi Informatsii, Vol. 16, No. 3, pp. 80-94, July-September 1980.

J.I. Capetanakis, "Tree Algorithm for Packet Broadcast Channel”, IEEE Transactions on
Information Theory, Vol. IT-25, No. 5, pp. 505-515, Sept. 1979.

R.G. Gallager, "Conflict Resolution in Random Access Broadcast Networks”, Proc. AFOSR
Workshop on Commun. Theory and Applications, Provincetown, MA, pp. 74-76, Scpt. 1978.

L. Georgiadis. P. Papantoni-Kazakos, "Limited Feedback Sensing Algorithms for the Packet
Broadcast Channel”, IEEE Transactions on Information Theory, Special Issuc on Random Access
Communications, Vol. IT-31, No. 2, pp. 280-294, March 1985.

N. Abramson, "The ALOHA System - Another Altemnative for Computer Communications”, Proc.

AFIPS Fall Joint Computer Conference, Houston, Texas, Nov. 17-19, 1970, AFIPS Press,

Montvale, N.J., pp. 281-285.

J. Kurose, M. Schwartz, Y. Yemini, "Multiple Access Protocols and Time Constrained

Communication”, ACM Computing Surveys, Vol. 16, No. 1, March 1984.

. Stavrakakis, D. Kazakos, "A Simple Stack Algorithm for a Codc Division Multiple Access
Communication System”, Technical Report, No. UVA/525656/EE87/101, University of Virginia,

October 1986.

N.D. Vvedeuskaya, B.S. Tsybakov, "Random Multiple Access of Packets to a Channel with Errors”,

Problemi Peredachi Informatsii, Vol. 19, No. 2, pp. 52-68, April-Junc 1983.
J.W. Cohen, "On Regenerative Processes in Queucing Theory™, New York: Springer-Verlag, 1976,

S. Stidham. Jr.. "Regenerative Processes in the Theory of Queues, with Applications 10 the

Altemating-Priority Qucue”, Adv. Appl. Prob., Vol. 4, pp. 542-577, 1972,




‘\

11.

G.L. Chung, "A coursc in probability theory”, Academic Press, Inc. 1974.

L. Georgiadis, L. Merakos, P. Papantoni-Kazakos, "Unificd Mcthod for Delay Analysis of Random
Multiple Access Algonthms™, Technical Report, UCT/DEECS/TR-85-8, University of Connecticut,
Aug. 1985, Also submitted for publication.

P. Mathys, "Analysis of Random Access Algorithms”, Ph.D. dissertation, Diss, ETH No. 7713,
Swiss Federal Institute of Technology (ETH), Zurich, 1984.

L.V. Kantorovich, V.I. Krylov, "Approximate methods of higher analysis”, pp. 21, Interscience

Publishers, 1958.

xn‘ Cy '-_I'.,‘"I‘,{-



.
. L) L
Y ol L‘f-—x—

K

0
e e s s

vl d

4,

LN
R A,

» :) ‘N

-— -
I}

RO

H

D
:

2

OO

e A

PN

B0
P S
e

L xS SN

24

LA e 2n it Aav o gue hac bad Aol Buk Soh Bk b LRt ot o Bar e ae _Aa-ude o

1

‘ .

Appendix A
The coefficients of the

(2)

are given byv the following

()

v=0 or .=0,

for all k > 0, j >~ O
() ror =O, _‘_2,
-
(i) for 0 - k , 0§ -
akJ = Pf(k)Ps(J) +

(ii) for O

Ay = Pf(k)PS(J) +
(y) For .>2, =0,
o
(i) for 0 < k < u, 0 < 3 <
o k
v akj = PS(J) p b;(k—l
i=0
(ii) for = « k- », 0 - j
<
a ' =P (i)
kol s 20
!(.

e

."\‘\‘( .

TR RO eR e Py
1" TN, 4 3.8 Y548, 00,0

b (=P (ki) + P (§)

R R USRI SN
S S e S ot
Rt L W o By

L ATA Ak ais e s Bl aad Snd sk Aok e > ol

linear system of equations

cxpressions.

=1 or .=1, .=0,

s b ()P (3=1) + P (K)

=0

r-~1%

)P (1) + P (5)

i=0

Wr -3¢

i=0

A "/

T TR T Y VT

b (:-)P_(j=+1) + P (k)

that appear in

1~ 3

b_(v=1)P_(j-1)

1=0

b (P _(j--+1)
0 S

4

1

b (L-k+1)P (1)

b (1)P¢(k=u+i)
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8 (i) for 0O k , 0 ]
b - N B B
k- | K X . |
o ".k,j =P () b”(k—i)Pf(i) - b.‘(u—kﬂ)}’{(i) h (I)I’S(j‘” + ‘
P20 lzﬂ 1=0
" i
~f-f + P (k) b ( -1)P (-1
"~ : 1=0 - )
®
_-_-‘ ( i) f- [0 I _ I3 Ty 0 — J —

o : ' :

N o 31\: = ps(j) . b_,('_iypf(k-..+i) + b:‘(i)})f(k_t-H) S b (I)Ps(j—]) *
i=0) i=0 [=a

)

- ]

o + Pk b (-DP_(j-1)

(i11) for 0 - k - ., < j
a’’i =P (3) b (k=)P_(i) + b =k+DP (1) © b (=DP (jo+1) +
: s . f _ - ! S

o 5] i=0 i=0 1=0

+ P (k) b (1P (j- +1)
w. (iv) {'()r Lo koo Ty - ] ) '

- a ' =P ) T b (S0P (k=) 4T b (DP (k=i4) C b (m1)P_(joutl) +
: . - .. : ' S
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Appendix B

< By considering the expectation in (9), we obtain the infinite

) ; . f s ,
dimensional svstem in (10). The constants gL N and gU , are given bv

. ’ ’

L2

g8 =0 , u=0 , >0

- = u+ B{(u-: )1 } p>l,  v>0 (B
t g, ° - b4 ’ —
{ 5 Teg*i5

and

A "t
[ S Sy S

.~

g =0, w0, v=0

o e

&, by A S

ool

L}

L\ g N v o+ E{VT + (\,\—_T )T } , U=O , v>1 (B )
Uy Y Fl,Sl 1 F2,01+52 2

e
(s

L L
2
QQ
]
+
2
3
+
~~
<
L}
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For the derivation or the upper bounds on W and W that are given
vy s
N s £ s .
bv (l1), we calculated the quantities g and ¢ bv using the upper bound
- Ly
(3) in the place of L = . The upper bounds (11) are also upper

bounds on the

. . . f
L are used in the derivation of ¢

Ly -

solutions ¢

oy oy -

the svstem in (10 where the exact values of

and gS (71, (8}, [14]. Bv

.y -y .

using the upper bound in (3) we found the following exnressions.

o f
(Bl) =
where . = b

. S
(B,) "~ g

. S
(83) &>,

(0)P(0)P_(0) + bL(l)P
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+

+

BP9
5:,: e f\‘ ¢'w e (

L:(I‘T)AZ + [1 + + (1=-)YC. .+ .-+
f S

(5 (1)? (H)P (n) + b (0)Yp . (I)PS(O\) - -h (H\P (O\D (1) -

G(1=] = (Db (DPL(0)P_(0)

(0)P_(0) + b (P _(1)P_(0) + b (0P (0)P_ (1)
ST S T L D S S SRy PR gt

(l-y)(b_(O)Pf(O)PS(O) + Pf(O)PS(O)) + (I~-=-) (b <1)Pf(0)ps(0) +

b (0)P_(0)P_(1) + PL(0)P_(1)) + (1=:=-) (b (0)P ()P _(0) +

Pf(l)PS(O)) + 1+

(=2 =Db (1P (6)P_(0)

(1= T G- (=) + N
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M +b (LP_(0)P_(0)) + (1-2-y)(b (1)P (0)b (w)P_(0) +
- 9 f s v s u f
v L
e + b (0)P.(0)P_(1) + b (0)P ()b (1)P,(0)) + 1}v +
~
‘-“‘ , )
\ + b‘(l)PS (O)b“\u)Pf(O)(;%{—l)
:: For the derivation of the lower bound on wf and W? . that is given by the
L solution of (12) we simply substituted in (Bl), (BZ) and (83), the lower
- bounds on L .,
;" Appendix C
’_' The constants Gf , and Gi " of the systems in (13) are given by
N U’\ ' 3
.
(! " Gl,O =1
\ =) @©
{ 1
- & = 3 I ooagl i 'y . u=0, V>0,
..-;’ o k=M+1 j=N+1 > 3
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.a-‘ w©
= v
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" By substituting the values for Wk ; and Wk ; from (11) and Lu , 10 the place
\" ’ ) s
IEN of E{Tu \)} from (8), we finally obtain
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The calculation of the infinite summations is carried out by using the

infinite summations that appear in Appendix A.
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UNIVERSITY OF VIRGINIA
School of Engineering and Applied Science

The Umversity of Virginia's Schoot of Engineering and Apphed Science has an undergraduate
enrolimeant of approximately 1,500 students with a graduate enrollment of approximately 500 There are
125 faculty members. a majority of whom conduct research in addition to teaching

Research is a vital part of the educational program and interests parallel academic specialties These
range from the classical engineening disciplines of Chemical, Civil, Electrical, and Mechanical and
Aerospace to newer. more specialized fields of Biomedical Engineering, Systems Engtneering. Maternials
Science Nuclear Engineering and Engineering Physics. Applied Mathematics and Computer Science
Within these disciplines there are well equipped laboratories for conducting highly specialized research
All departments offer the doctorate, Biomedical and Materials Science grant only graduate degrees In
addition. courses in the humanities are offered within the School

The University of Virginia {which includes approximately 1,500 full time faculty and a total full time
student enroliment of about 16.000), also offers professional degrees under the schools of Architecture
Law, Medicine. Nursing, Commerce, Business Admimistration, and Education In addition. the College of
Arts and Sciences houses departments of Mathematics. Physics. Chemistry and others relevant to the
engmneering research program The School of Engineering and Applied Science 1s an integral part of ttus
University community which provides opportumities for interdisciphinary work 1in pursuit of the basic goals
of education, research. and pubhic service




f’ [ = ' .-J.J\.-\._.-- ‘e W I S - . . . e . LY v
* S _ : , : Vo : T y
'o...l. ...,.?. Bl e te fr S .D... AAAS z - . ‘. d . ' : .. ....... ......sJ‘.J.n..\J.u-M “. ..Ar....\in




